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Abstract: This study focuses on establishing a surrogate model based on machine learning techniques to predict the time-averaged spatially distributed behaviors of vaporizing liquid jets in turbulent air crossflow for momentum flux ratios between 5 and 120. This surrogate model extends a previously developed Gaussian-process-based framework applicable to laminar flows to accommodate turbulent flows and demonstrates that in addition to detailed fields of primitive variables, second-order turbulence statistics can also be predicted using machine learning techniques. The framework proceeds in 3 steps—(1) design of experiment studies to identify training points and conducting high-fidelity calculations to build the training dataset; (2) Gaussian process regression (supervised training) for the range of operating conditions under consideration for gaseous and dispersed phase quantities; and (3) error quantification of the surrogate model by comparing the machine learning predictions with the truth model for test conditions (i.e., conditions not used for training). The framework was trained using data generated by high-fidelity large eddy simulation (LES)-based calculations (also referred to as the truth model), which solves the complete set of conservation equations for mass, momentum, energy, and species in an Eulerian reference frame, coupled with a Lagrangian solver that tracks the dispersed phase. Simulations were conducted for the range of momentum flux ratios between 5 and 120 for liquid water injected into crossflowing air at a pressure of 1 atm and temperature of 600 K. Results from the machine-learned surrogate model, also called emulations, were compared with the truth model under testing conditions identified by momentum flux ratios of 7 and 40. $L_1$ errors for time-averaged field quantities, including velocity magnitudes, pressure, temperature, vapor fraction of the evaporated liquid, and turbulent kinetic energy in the gas phase, and spray penetration and Sauter mean diameters in the dispersed phase are reported. Speedup of 65 was achieved with this emulator when compared against LES simulation of the same test conditions with errors for all quantities below 14%, thus demonstrating the potential benefits of using machine learning techniques for design space exploration of devices that are based on turbulent multiphase fluid flows. This is the first effort of its kind in the literature that demonstrates the application of machine learning techniques on turbulent multiphase flows.
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1. Introduction

Turbulent multiphase flows are ubiquitous and play an important role in numerous engineering devices including liquid-fueled propulsion systems, such as diesel, gas-turbine, afterburner, and ramjet engines. In particular, in afterburner and ramjet engines, the liquid fuel is often injected transversely into a high-temperature turbulent crossflowing air; the interaction between air and the liquid fuel
leads to atomization, vaporization, fuel/air mixing, and subsequent flame development. The flame is generally stabilized by a bluff body that is placed in the chamber with its axis perpendicular to the flow direction. Burned gases are entrained in the wake downstream of the bluff body, providing a continuous ignition source, thus stabilizing the flame [1]. This canonical configuration, where a liquid jet is injected perpendicular to an air stream is often referred to as liquid jet in crossflow (LJCF). It consists of rich fluid dynamic features, both in the gaseous and the liquid phases, that have been extensively studied in the literature both theoretically [2–6] and experimentally [7–12]. One of the major challenges in investigating this phenomenon is the presence of a wide range of length and time scales, which includes turbulence, chemistry, and acoustic scales in the gaseous phase, and scales related to hydrodynamic instabilities and breakup in the liquid phase. While significant progress has been made to enhance the understanding of such flows especially due to the development of advanced diagnostic techniques [7,13] and tremendous improvement in hardware and software technologies to simulate such flows [10,14–16], the disparate range of scales associated with the physical processes in this configuration renders the state-of-the-art techniques prohibitively expensive to conduct parametric studies under conditions that span the entire design space. Therefore, in this effort, we extend our previously developed machine learning (ML) framework that was applied to laminar multiphase flows in our previous paper [17] to turbulent multiphase flows. This ML-based surrogate model will be trained using data generated using large eddy simulations (LES) (also referred to as truth data from here on). Specifically, we will demonstrate the accuracy of the ML framework in vaporizing the liquid jet in a turbulent crossflow. Once trained, the ML algorithm will be used to predict the important flow variables including velocities, temperature, vaporized fuel fraction, spray penetration depth, droplet statistics, and the turbulent kinetic energy under testing conditions, that is, conditions not used for training. The error will be quantified by comparing these predictions with truth data.

Several researchers have developed empirical correlations to predict spray characteristics based on non-dimensional quantities, such as the momentum flux ratio, the Weber, and Reynolds numbers. For example, based on experimental observations, Wu et al. [16,18] developed correlations to predict the liquid column penetration over a range of momentum flux ratios and injector diameters. In another study, Amighi and Ashgriz [19] performed experiments on water injection in air crossflow for a range of momentum flux ratios under elevated temperature and pressure conditions. In this study, based on measurements of droplet sizes, trends were developed as a function of liquid and air velocities and ambient pressures. Many other researchers have developed such correlations to provide global estimates of droplet sizes and liquid jet penetration depths [11,20–22].

While estimates of spray characteristics are important, predictions of detailed spatiotemporal spray and gaseous flowfields will tremendously improve the efficiency and substantially reduce costs during the design process. In this context, in recent years, because of the availability of large datasets produced using high-resolution experiments and DNS/LES enabled by ever-increasing computational power, several research groups have developed surrogate models to predict fluid dynamic flows based on machine learning techniques [17,23–31]. A notable work is due to Ganti and Khare [17], who recently developed a Gaussian process-based machine learning (GPML) framework capable of predicting the spatiotemporal evolution of multiphase flows and demonstrated its accuracy and the associated speedup on two canonical laminar flow configurations—flow over a circular cylinder and injection and atomization of diesel fuel in a quiescent chamber. This was the first study of its kind to predict the entire spatiotemporal dynamics of liquid jet injection and atomization, including the initiation and growth of interfacial hydrodynamic instabilities, deformation, and subsequent primary and secondary breakup phenomena. In this manuscript, we will extend the applicability of this framework to turbulent flows, and show that in addition to primitive flow variables, second-order turbulent statistics can also be predicted using GPML. To demonstrate this, we will develop a GPML-based surrogate model to predict a vaporizing liquid jet injected perpendicular to a turbulent air crossflow with a triangular bluff body placed downstream of the injection location. The training and testing datasets will be developed using an Eulerian–Lagrangian large eddy simulation framework [32,33]. While the LES calculations will
be conducted in 3D, to showcase the capability of the GPML algorithm, we will only apply it on the
mid-plane of the geometry once the calculation reaches a statistically stationary state. The operating
conditions will be identified by the momentum flux ratio; all other relevant non-dimensional numbers
will be kept constant.

This paper is organized into six sections. The next section provides a general description of
the Gaussian process machine learning (GPML) technique, followed by the framework that we have
established to predict turbulent vaporizing LJCF physics using GPML. Theoretical formulations
underlying the LES framework that is used to generate the training and testing databases, and the
quantification of error metrics, will be described in the subsequent two sections. Results in Section 5 are
organized into three subsections—the first subsection presents the experimental validation of the LES
framework and the selection strategy of the training and testing operating conditions. Predictions of the
machine-learned algorithm and their comparison with LES data under testing conditions to establish
the accuracy and speedup afforded by the surrogate model will be discussed next. The manuscript
ends with major conclusions that can be drawn from the study.

2. Gaussian Process-Based Framework for Turbulent Multiphase Flows

In the next two subsections, we will first briefly describe the fundamentals of the Gaussian
process regression technique and then provide the details of the machine learning framework that we
developed for this study. For a detailed treatment on the development of the emulation framework,
the Gaussian process machine learning algorithm, and its application to multiphase flows, the reader
is referred to Ganti and Khare [17].

2.1. Gaussian Process Regression for Fluid Flows

The approach used to conduct Gaussian process regression (GPR) is similar to the approach
of [34–36] and only a brief description is given. GPR does not give a functional form for mapping
inputs to outputs, but it predicts the output \( y^* \) at an input \( x^* \), along with the associated uncertainties,
given \( n \) observations. The training data were assumed to have a Gaussian distribution with a zero mean
and a covariance that can be defined by a kernel function, \( k(x, x') \). Hence, the conditional probability
\( p(y^* | \mathbf{y}) \) and the possible value of \( y^* \) at \( x^* \) has a Gaussian distribution. The covariance functions of the
observations and the input point of interest \( x^* \), in matrix form are given by the equation:

\[
K = \begin{bmatrix}
k(x_1, x_1) & k(x_1, x_2) & \ldots & k(x_1, x_n) \\
k(x_2, x_1) & k(x_2, x_2) & \ldots & k(x_2, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_n, x_1) & k(x_n, x_2) & \ldots & k(x_n, x_n)
\end{bmatrix}
\]

\[
K_* = \begin{bmatrix}
k(x_*, x_1) & k(x_*, x_2) & \ldots & k(x_*, x_n)
\end{bmatrix}
\]

and

\[
K_*^* = k(x_*, x_*)
\]

The output \( y_* \) at the point \( x_* \) is obtained by estimating the likelihood of \( y_* \) given by the following
Gaussian distribution:

\[
\begin{bmatrix} y \\ y_* \end{bmatrix} \sim N\left(0, \begin{bmatrix} K & K_*^T \\ K_* & K_*^* \end{bmatrix}\right)
\]

The conditional probability is:

\[
y_*,|y \sim N(K_*K_*^{-1}y, K_* - K_*K_*^{-1}K_*^T)\]

with the mean and variance as:

\[
\overline{y}_* = K_*K_*^{-1}y \\
\text{var}(y_*) = K_* - K_*K_*^{-1}K_*^T
\]
Kernel functions have hyperparameters associated with them, and Bayes theorem can be applied to obtain an optimum set of values for them by maximizing $\log p(y|x, \theta)$, given as:

$$
\log p(y|x, \theta) = -\frac{1}{2} y^T K^{-1} y - \frac{1}{2} \log |K| - \frac{n}{2} \log 2\pi 
$$

The output values can then be estimated using Equation (4). For a more comprehensive and detailed treatment of Gaussian process machine learning (GPML), the reader is referred to [34–38], and for the application of GPML application to spatiotemporally varying multiphase flows, the reader is referred to [17]. The methodology developed in this study can be applied to other areas of science and engineering with the notable change being the selection of separate kernel functions based on data behavior.

### 2.2. Framework

Figure 1 shows the schematic of the framework. It consists of three steps: (1) identification and generation of training and testing databases—these databases established using LES will be referred to as truth model hereafter; (2) training of the GPML algorithm using the training database; and (3) error quantification based on comparison of GPML predicted results with the truth model under test conditions. It should be noted that the testing database was not used for training, instead, it was used exclusively to test the accuracy of the GPML predictions at test points. Furthermore, the framework is agnostic to the source of data—the truth model can also be high-resolution experimental measurements. These three steps are described briefly below:

**Step 1: generation of training (and testing) data**

This step involves sampling the design space using a single variable worst-case scenario Latin Hypercube Sampling (LHS) technique [39,40] in combination with knowledge of physical processes dominating the physics under consideration. Since training datasets are expensive to generate (both computationally and experimentally), one of the goals was to use a minimum set of data points while maximizing accuracy, which was one of the reasons for choosing GPR which is known to do well with sparse data. Once a set of conditions for training data points was selected, LES-based calculations were conducted under each of those conditions. The configuration chosen here was representative of fuel injected into crossflowing air in a ramjet engine. Some of the relevant non-dimensional numbers for the present flow were the gas Reynolds number $Re_g$, Reynolds number based on jet diameter $Re_d$, $We_l = \rho_l U_{Ra} / \sigma$ the liquid Weber number, $We_g = \rho_g U_{Ra} d / \sigma$ the gas Weber number, and momentum flux ratio $q$. The importance of some of these non-dimensional numbers for the present flow configuration is discussed in [32]. While we could have chosen to vary any of these important parameters to demonstrate that our model provides speed up and is accurate for turbulent multiphase flow problems, we chose the momentum flux ratio because it takes into account both the dynamics of the gaseous and liquid phase effects [16]. The penetration depth of the injected fuel depends upon the jet velocity. Momentum flux ratio was, therefore, chosen as a parameter of engineering significance, and the data set was collected at an increasing momentum flux ratio. As shown in our previous paper [17], adding more training points can increase the accuracy of predictions up to a certain extent, after which the accuracy improves at a much lower rate as compared to the decline in speedup with the addition of more points. To maintain a balance between speedup and accuracy, in this manuscript, we deemed a 15% error from truth data as appropriate to achieve two orders of magnitude accuracy over LES calculations. To test the accuracy of the trained algorithm, a few testing points were also determined and corresponding data were generated using LES.

**Step 2: Gaussian process regression**

This step involves selecting a kernel function to model the covariance of each of flow quantities of interest—velocities, turbulent kinetic energy (TKE), pressure, temperature, vapor fractions, liquid jet
penetration depth, and the Sauter mean diameter (SMD) of the droplet size distribution. In general, selecting kernel shapes is the most critical step in GP based prediction techniques. For the current work, kernel functions were selected based on the behaviors of the corresponding flow variables in the most dynamic regions of the flow domain, such as the wakes downstream of the liquid jet and the bluff body to ensure that maximum variation across the data points was captured. It should be noted that the “most” dynamic regions that we referred to in the previous sentence can be different for different variables. In addition to regions of the most action, since our goal was to have one kernel function to model the behaviors of a given flow variables at every point in the flow, the additive property of GP kernels facilitates their selection, such that different terms can dominate the model at different spatial locations. Another strategy can be to divide the domain into multiple zones based on some criteria (physics-based preferred), and then select different kernels for different zones. After selecting a kernel function, the entire flowfield is subjected to the GPR-based training process.

Step 3: error quantification

In this step, the accuracy of the machine learning algorithm was established using the L_1 error norm. This was conducted by predicting the gaseous and spray dynamics under testing conditions established in step 1 using the GPML algorithm trained in step 2 and comparing the results with the truth model. For clarity, the predictions from the trained machine learning algorithm will be referred to as predictions, and the results from LES calculations will be referred to as the truth model for the rest of this manuscript.

Figure 1. Outline of the Gaussian process-based machine learning (GPML) algorithm as applied to statistically stationary vaporizing turbulent liquid jet in crossflow datasets.

3. Theoretical Formulations and Governing Equations for the Truth Model

The truth model is based on a compressible Eulerian–Lagrangian LES framework. The next few subsections briefly describe the governing equations and the numerical methodology for the gaseous and the liquid phases. For a detailed description, the reader is referred to our previous publications [32,33].
3.1. Governing Equations for the Gaseous Phase

The governing equations were formulated and solved to satisfy the conservation of mass, momentum, energy, and species transport in Cartesian coordinates. Source terms appeared due to interaction with the dispersed phase droplets. Large eddy simulation (LES) technique was used to achieve turbulence closure. The Favre averaged equations are given by:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_i}{\partial x_i} = \bar{\rho}_s
\]  

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j}{\partial x_j} = -\frac{\partial \rho}{\partial x_i} + \frac{\partial (\tau_{ij} - \tau_{ij}^{sgs})}{\partial x_i} + F_{s,i}
\]

\[
\frac{\partial \bar{p} E}{\partial t} + \frac{\partial (\bar{p} \bar{E} + \bar{p}) \bar{u}_i}{\partial x_i} = \frac{\partial (-\bar{q}_i + \bar{u}_i \bar{\tau}_{ii} - \bar{\sigma}_{ij}^{sgs} - H_i^{gs})}{\partial x_i} + \bar{Q}_s
\]

\[
\frac{\partial \rho Y_k}{\partial t} + \frac{\partial (\rho Y_k \bar{u}_i)}{\partial x_i} = \frac{\partial (-\rho Y_k \bar{V}_{ik} - Y_k^{sgs} - \theta_k^{sgs})}{\partial x_i} + \bar{w}_k + \bar{S}_{s,k}
\]

Spatially filtered variables, Favre-averaged variables, viscous stress tensor, and heat flux vector are denoted as: \( \bar{f}, \bar{F} = (\rho f / \bar{p}) \), \( \tau_{ij}, \bar{u}_i \), respectively. \( Y_k \) refers to the mass fraction of the \( k \)th species. The species diffusion flux is denoted by \( \bar{f} \). The sub-grid scale (SGS) stresses term \( \bar{\sigma}_{ij}^{sgs} \), SGS energy fluxes term \( H_i^{gs} \) and SGS species fluxes \( \theta_k^{sgs} \) result from filtering these convective terms. The SGS viscous work term, \( \bar{\sigma}_{ij}^{sgs} \), comes from correlations of the velocity field with the viscous stress tensor, and the SGS species diffusive fluxes term, \( \theta_k^{sgs} \), comes from correlations of the velocity field with the species mass fractions with the diffusion velocities. The resolved-scale species mass production rate, \( \bar{\omega}_k \), is also unclosed. These SGS terms are closed using the algebraic version of the Smagorinsky model, as given by Erlebacher, et al. [6]. The details of the model are discussed elsewhere [41]. The terms \( \bar{\rho}_s, \bar{F}_{s,i}, \bar{Q}_s, \) and \( \bar{w}_k \) represent the interphase exchange of mass, momentum, energy, and species between the gas phase and the spray. The coupling between the two phases is described in Section 3.2.2.

3.2. Dispersed Phase Modeling

A Lagrangian approach was used to model the droplets and their kinematics. The source terms associated with the transfer of mass, momentum, and energy between the dispersed and continuous phase were distributed across the diameter of the droplet. In this way, the present method accounted for the finite size of the droplets; details of this method can be found elsewhere [33]. Since tracking every droplet is a computationally expensive process, multiple droplets of similar size, location, velocity, and temperature were grouped together and treated as a parcel—this is known as the blob approach in the literature. The motion of particles was determined as Newton’s second law of motion as follows:

\[
\frac{dx_d}{dt} = u_d
\]

\[
\frac{m_d du_d}{dt} = F_d
\]

where \( x_d \) is the instantaneous particle location, and \( m_d \) is the droplet mass. Only the force arising from skin friction and form drag was considered, after neglecting contributions from virtual mass, buoyancy, Basset forces, gravity, and lift.

\[
F_d = \frac{1}{8} C_d \rho \pi d^2 |u_R| u_R
\]
$d_p$ and $u_R$ are the particle diameter and velocity relative to the surrounding carrier fluid, respectively. Droplet mass transfer due to vaporization is governed by the droplet continuity equation, as shown below:

$$\frac{dm_d}{dt} = -\dot{m}_d = \dot{m}^s$$  \hspace{1cm} (13)

where $\dot{m}_d$ is the mass of the droplet, which is given by $\frac{4}{3} \pi d^3$, and $\dot{m}_d(> 0)$ is the net mass transfer rate of droplet mass due to vaporization, which is expressed as:

$$\frac{\dot{m}_d}{m_d \text{Re}_{d,0}} = 1 + \frac{0.278 \text{Re}_d^{1/2} \text{Sc}^{1/3}}{[1 + \left(\frac{1.323}{\text{Re}_d \text{Sc}^{1/7}}\right)]^{1/2}}$$  \hspace{1cm} (14)

Re$_d = 0$ is the Reynolds number for a droplet at rest. The energy equation was solved to calculate the droplet heat transfer. This accounted for convective heat transfer between the droplet and surrounding air as well as latent heat of vaporization. Temperature was assumed to be uniform throughout the droplet. The equation governing the droplet temperature is given by:

$$m_d C_l \frac{dT_d}{dt} = \dot{Q}_{\text{conv}} - m_d L_v = h_d \pi d^2 (T - T_p) - \dot{m}_d L_v$$  \hspace{1cm} (15)

where $\dot{Q}_{\text{conv}}$ is the convective thermal energy transfer rate, $C_l$ is liquid heat capacity, $h_d$ is the heat transfer coefficient, and $L_v$ is the latent heat of vaporization.

3.2.1. Spray Closure Modeling

The hydrodynamic stability analysis developed by Reitz [42] was implemented to model the jet injection and atomization process. Here, the liquid jet was injected as blobs of diameter equal to injector exit diameter $d_o$, i.e., $d_{\text{int}} = d_o$. The number of blobs injected per unit time was based on the injector mass flow rate. Each blob was injected at velocity $U_0$ and at a spray angle $\theta$, which was assumed to be uniformly distributed between 0 and $\Phi$, with:

$$V_0 = U_0 \tan(\theta/2)$$  \hspace{1cm} (16)

$$\tan(\theta/2) = (A_1 \Lambda \omega / U_0)$$  \hspace{1cm} (17)

where $A_1$ has a value of 0.188 for a sharp entrance nozzle with a length to diameter ratio of 5. The theory of Kelvin–Helmholtz (K-H) instability in jets was used to determine the frequency associated with the fastest growing instability wave, $\Lambda$, and the corresponding wavelength, $\lambda$. These values were determined by performing a curve-fit solution of the linearized hydrodynamic equations, and presented in non-dimensional quantities which are specified by:

$$\frac{\Lambda}{a} = 9.02 \left(1 + 0.45Z^{0.5}(1 + 0.4T^{0.7})\right) \left(1 + 0.87 We_l^{1.67}\right)^{0.6}$$  \hspace{1cm} (18)

$$\Omega \left(\frac{\rho a^3}{\sigma}\right)^{0.5} = \frac{0.34 + 0.38 We_g^{1.5}}{(1 + Z)(1 + 1.4 T^{0.6})}$$  \hspace{1cm} (19)

where $Z = We_l^{0.5} / \text{Re}_l$ is the Ohnesorge number, $We_l = \rho_l U_R a / \sigma$ is the liquid Weber number, $We_g = \rho_g U_R d / \sigma$ is the gas Weber number, and $T = Z We_l^{0.5}$ is the Taylor number. The variable $a$ is the blob/parent droplet radius. The subscripts $l$ and $g$ denote the liquid and gas phases, respectively. The breakup of liquid droplets moving in surrounding air was assumed to be caused by instability waves induced by the deceleration of the droplets caused by aerodynamic drag. The breakup of the
droplets was modeled such that their sizes were proportional to the wavelength of the fastest growing instability wave droplets, and is given by:

\[ r = B_0 \Lambda \quad (B_0 \Lambda \leq a) \]  

\[ r = \min \left[ \left( \frac{3\pi a^2 W}{2\Omega} \right)^{0.33}, \left( \frac{3\pi a^2 L}{4} \right)^{0.34} \right] \quad (B_0 \Lambda > a, \text{one time only}) \]  

where \( B_0 \) is constant and equals 0.61. Once the parent droplet broke up, its mass was assigned to child droplets, and then these droplets were tracked. The rate of change of drop radius in a parent parcel was assumed to obey the following equation:

\[ \frac{da}{dt} = -\left( a - r \right) \tau \]  

where \( \tau = 3.726B_1 a / \lambda \omega \), with \( B_1 \) being a breakup time constant, and is set to a value of 1.73 as per the recommendation made by Liu et al. [43]. Secondary atomization was modeled by using the Taylor analogy breakup (TAB) model [44], and the impingement of droplets on solid surfaces (walls) was treated using the model developed by Mundo et al. [45]. More information about multiphase flow modeling can be found in [33].

### 3.2.2. Coupling between Dispersed and Carrier Phase

Coupling between the dispersed phase and gas phase was accounted for by calculating the interphase exchange between the dispersed phase and carrier air. The source terms that accounted for this exchange were computed as follows:

\[
\begin{pmatrix}
\tilde{\rho}_s \\
\tilde{F}_s \\
\tilde{Q}_s \\
\tilde{S}_{i,i}
\end{pmatrix} = \begin{pmatrix}
\sum_m n_d \tilde{m}_d \\
\sum_m n_d \tilde{m}_d u_d - 4 \pi \tilde{\rho}_s a^3 \frac{du_d}{dt} \\
\sum_m n_d \tilde{m}_d (\tilde{h}_d - h_d) + \tilde{m}_d (\frac{1}{2} u_d \times u_d) \\
\sum_m n_d \tilde{m}_d
\end{pmatrix}
\]  

where the summation index \( m \) accounts for all the droplet parcels that cross a given computational cell volume.

Governing equations for the gaseous phase was solved using the finite volume method employed on a structured grid. The spatial discretization method used was a second-order accurate central-difference scheme used in generalized coordinates. A fourth-order matrix dissipation scheme with a total variation-diminishing method was applied to ensure numerical stability by preventing numerical oscillations in locations where steep gradients may be present. Temporal discretization was performed using the fourth order Runge–Kutta method. Multi-block domain decomposition was used to implement parallel computations, with message passing interface at the domain interface. Further details of these techniques can be found elsewhere [1,33,41].

### 4. Error Quantification and Speedup

Errors were estimated to quantify the degree of accuracy achieved with the surrogate model when compared with the original simulation. The error between the predicted quantity and truth model was estimated for each grid location and averaged for all grid points to obtain the average L_1 error defined by:

\[
\text{error} = \frac{1}{n} \sum_i \left( \frac{|\text{truth} - \text{emulation}|}{\text{truth}} \right)_i
\]
The speedup afforded by the surrogate model was measured as the ratio of CPU hours needed by the truth model and the GPML algorithm for the test condition under consideration. The number of processors required and the actual computational time in hours were combined to arrive at a CPU hours metric as shown below:

\[
\text{CPU hours} = (\text{Number of processors} \times \text{Physical time in hours})
\]

(25)

The speedup factor could then be estimated by:

\[
\text{speedup factor} = \frac{\text{CPU hours}_{\text{truth}}}{\text{CPU hours}_{\text{predicted}}}
\]

(26)

5. Results and Discussion

The results are organized into four subsections. In the next subsection, comparisons between the LES results and experimental measurements are presented to establish the credibility of the truth model. A brief description of flow features associated with vaporizing liquid jet in crossflow is also provided. This is followed by a subsection describing the selection of training points. Results for the gaseous and liquid phases predicted by GPML are discussed in Sections 5.3 and 5.4, respectively.

5.1. Experimental Validation of the Truth Model

The theoretical framework presented above is validated with experimental measurements made by Stenzler et al. [21]. The results were compared for both vaporizing and non-vaporizing cases. Figure 2 shows the schematic of the computational setup. Table 1 lists all the operating conditions, the physical properties of air as well as the liquid jet, and all relevant non-dimensional numbers used here.

![Figure 2. Schematic of the computational setup for the large eddy simulation (LES) model validation.](image)

Two cases were conducted for transverse water injection in air crossflow. For the non-vaporizing case, the air temperature was 300 K and for the vaporizing case, it was 573 K.

![Figure 2. Schematic of the computational setup for the large eddy simulation (LES) model validation.](image)
Table 1. Operating conditions, physical properties, and relevant non-dimensional numbers used for model validation cases.

<table>
<thead>
<tr>
<th></th>
<th>Non-Vaporizing Case</th>
<th>Vaporization Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_a$ (K)</td>
<td>300</td>
<td>600</td>
</tr>
<tr>
<td>$U_a$ (m/s)</td>
<td>116</td>
<td>166</td>
</tr>
<tr>
<td>$U_j$ (m/s)</td>
<td>12.01</td>
<td>12.3</td>
</tr>
<tr>
<td>$\rho_a$ (kg/m$^3$)</td>
<td>1.18</td>
<td>0.62</td>
</tr>
<tr>
<td>$\sigma_w$ (N/m)</td>
<td>$7.28 \times 10^{-2}$</td>
<td>$7.28 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\mu_a$ (Ns/m$^2$)</td>
<td>$1.86 \times 10^{-5}$</td>
<td>$2.98 \times 10^{-5}$</td>
</tr>
<tr>
<td>$q$</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>$We$</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>$Re$</td>
<td>2059.3</td>
<td>933.7</td>
</tr>
</tbody>
</table>

A total of $5.1 \times 10^6$ grid points were used to mesh the entire computational domain. Figure 3 shows a perspective view of the multi-block grid that was used. However, only every 5th grid volume is retained in the figure. The grid was particularly well refined close to the jet injection location so that the unsteady wake shed downstream may be well resolved. The smallest grid size was 0.02 and 0.01 mm in the x and z directions, respectively. At least 10 grid points were used to resolve the diameter of the jet. The dense grid was retained up to 12 injector diameters (3 mm) downstream of the injector location, and 1.6 diameters (0.4 mm) in the z direction. The grid was then gradually stretched before refining it once again, close to wall surfaces. The current grid resolved over 80% of the turbulent kinetic energy (TKE) for a jet Reynolds number of 2059. To account for inflow turbulence reported in experiments, a precursor turbulent channel flow simulation was first conducted at the appropriate Reynolds number to generate the corresponding turbulent flowfield. The instantaneous flowfield data obtained from this turbulent channel flow were then fed into the computational domain for the validation cases.

Figure 3. Grid for the validation cases. A total of $5.1 \times 10^6$ grid points were used to mesh the computational domain. This figure shows every 5th grid volume.

Figure 4a,b show the comparison of the liquid jet penetration and its trajectory obtained from the present study. Results were compared with correlations developed by Stenzler et al. [21], based on experimental measurements. The correlation curves represent the upper edge of the jet core. The outer edge of the jet is based on experimental imaging and is the locus of points where the droplet/jet was observed at the furthest point in the direction perpendicular to the air flow. The results are shown for the non-vaporizing and vaporizing cases, respectively, showing good agreement with the correlation curves.
A quantitative comparison was made by showing droplet size distributions in Figure 5a–d, where the evolution of the Sauter mean diameter (SMD) with distance is shown by presenting the SMD contours at locations 1, 9, 18, and 25.4 mm downstream of the jet. The results shown here are for the non-vaporizing case. The gradual expansion of the jet core is evident from the figures. Upon further inspection, it is seen that the largest droplets (55–65 µm) were found close to the upper edge of the jet core, while the midsized droplets were concentrated in the jet core. Relatively smaller droplets were distributed close to the bottom. As shown in Figure 6, the SMD distribution compares well with experimental measurements made by Stenzler et al. [21], thus confirming our observations. The comparison was made for the location that was 25.4 mm downstream of the injector. While the trends were generally in agreement, the experimental measurements show that there was a small fraction of larger sized droplets at the center of the core as compared to the present simulations that predict these droplets to be presented mostly close to the upper edge of the jet core.

**Figure 4.** Comparison of liquid jet penetration with experimental measurements for (a) non-vaporizing and (b) vaporizing cases.

**Figure 5.** Sauter mean diameter (SMD) distribution on the y–z plane: progressive streamwise locations showing the development of the spray field at Ta = 300 K at (a) 1 mm, (b) 9 mm, (c) 18 mm, and (d) 25.4 mm downstream of the injection location.
It should be noted that the wake behind the liquid jet needs to be captured with a denser grid to ensure the accuracy of both the gaseous and liquid spray fields and for reliable droplet statistics. The unsteady wake was resolved using the finite-sized formulation of the two-way coupling developed by Khare et al. [33]. Figure 7 shows the instantaneous contour of vorticity magnitude immediately downstream of the jet wake. An intense exchange of momentum between the liquid jet and inflowing air gave rise to turbulence unsteady fluctuations in the wake of the jet. These turbulent fluctuations constituted shed wake vortices, counter-rotating vortex pairs, and vortices generated in the boundary layer close to the bottom wall. Furthermore, to quantitatively identify the turbulent wake, time-series data for velocity fluctuations were collected at a probe located 2 mm immediately downstream of the liquid injection location. Figure 8 shows the spectra obtained by taking the fast Fourier transform (FFT) of the velocity fluctuations, which follows the $-5/3$ law of the Kolmogorov–Obukhov theory for turbulent flows.

**Figure 6.** SMD distribution 25.4 mm downstream of the injector; (a) present calculations and (b) experiments of Stenzler et al. [21].

**Figure 7.** Instantaneous vorticity contour showing the turbulent wake formation downstream of the liquid jet.
Figure 8. Turbulence spectra 2 mm downstream of the injector showing the $-5/3$ slope.

5.2. Configuration and Operating Conditions for Training Dataset

A more realistic configuration relevant to ramjet and afterburner engines was used to demonstrate that our machine learning algorithm can be employed for design space exploration parametrized by the momentum flux ratio that ranges from 5 to 120; all other relevant non-dimensional numbers including the Reynolds and Weber numbers are approximately constant. Figure 9 shows a schematic of the configuration—the major difference from the validation case was the presence of a triangular bluff body downstream of the liquid injection location. The flow configuration consisted of liquid water injected into cross-flowing air at atmospheric pressure but at an elevated temperature of 600 K. The computational domain consisted of a $248.7 \times 50 \times 50$ mm$^3$ domain. The liquid jet was located at $L_j = 40$ mm from the leading edge of the domain, and the v-gutter was located further downstream at a separation of $L_s = 100$ mm. The v-gutter is an equilateral triangle with a side of length of $L = 10$ mm. Airflow was kept constant at a flow velocity $U_g$ of 141.6 m/s, and the momentum flux ratio was varied between 5 and 120 by increasing the liquid jet injection velocity $U_l$ from 7.04 to 37.31 m/s. It should be noted that this led to an increase in the Weber number by 6%. Quantitative comparisons between the GPML predictions and truth models were made at four planes corresponding to $x = 80, 120, 170$, and 210 mm from the inlet. Knowledge of the behaviors of flow quantities such as velocities, pressure, temperature, vapor-fraction, and turbulent kinetic energy (TKE) with increasing momentum flux ratio was utilized for identifying a set of training and testing points. Amounts of 420, 198, and 101 grid points were used in the x, y, and z-directions, respectively, with 240 grid points upstream of the bluff body and 180 downstream of it. This results in a total of 8 million points to mesh the computational grid.
Figure 9. Schematic of the configuration used to demonstrate design space exploration of vaporizing liquid jet in crossflow using GPML. Quantitative comparisons between the GPML predictions and truth models were made at four planes corresponding to $x = 80, 120, 170, \text{and } 210 \text{ mm from the inlet.}$

Figure 10 shows the spray fields obtained from LES-based calculations at three representative momentum flux ratios of $q = 5, 30, \text{and } 120$. At the value of $q = 5$, the jet did not have sufficient momentum to penetrate deep into the test section, and the droplets were concentrated closer to the bottom wall, well below the v-gutter. At $q = 30$, the core of the spray field penetrated deeper and was within the vicinity of the v-gutter. With a further increase in momentum flux ratio, for $q = 120$, the injected jet impinged on the upper wall and most of the droplets were concentrated close to the upper wall.

Figure 10. Instantaneous spray field for three representative cases of momentum flux ratios of $5, 30, \text{and } 120$ showing qualitative differences in the spray field.

The design of experiments based on LHS worst-case scenario and the domain knowledge of jet behavior facilitated the selection of training data points. Both the extreme cases of $q = 5, 120$, and an intermediate point $q = 10$ where the jet impinged on the v-gutter, were included in the training dataset of the GPML algorithm. Table 2 lists the points selected for training the surrogate model. Once the
algorithm was trained, several operating points in the momentum flux parameter space were chosen at random to test its accuracy; these testing points are listed in Table 3.

### Table 2. List of momentum flux ratio values for training the machine learning emulator.

<table>
<thead>
<tr>
<th>Training Dataset Identified by the Momentum Flux Ratio, q</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 8 10 30 50 100 120</td>
</tr>
</tbody>
</table>

### Table 3. List of momentum flux ratio values to test the trained GPML algorithm.

<table>
<thead>
<tr>
<th>Testing Dataset Identified by the Momentum Flux Ratio, q</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 9 20 40 65 90 110</td>
</tr>
</tbody>
</table>

As mentioned before, to quantify the accuracy, we compared the GPML predictions at the mid-plane of the computational domain for time-average streamwise velocity, TKE, pressure, temperature, the mass fraction of vaporized water, and temperature are reported at four select streamwise stations located at 80, 120, 170, and 210 mm from the inlet plane under test conditions listed shown in Figure 9. The first station was in the wake of the liquid jet, and the second one further downstream before the v-gutter. The next two locations were chosen downstream of the v-gutter, with one within the wake of the v-gutter and the other one further downstream of the wake.

Once trained, the machine algorithm was capable of emulating any momentum flux ratio within the training bounds of $q = 5$ and 120. In the current manuscript, we show the comparison of the predictions by the trained algorithm with truth data for 2 testing points identified by $q = 7$ and 40.

5.3. Results of Machine Emulation

In the next few subsections, we will discuss how the statistically stationary time-averaged flow variables predicted by the trained GPML algorithm compared with the truth data obtained using LES at test points of $q = 7$ and 40 at the mid-plane followed by the profiles of flow variable at the previously mentioned streamwise locations. The errors will be quantified by $L_1$ norms. While a brief description of the physical processes is provided as we discuss each flow variable, readers are referred to our previous work that discusses the effect of the momentum flux ratio on the detailed flow physics [32]. It should be noted that the accuracy of the GPML algorithm is directly proportional to the accuracy of the training data, which in this case is the results from LES calculations.

5.3.1. Velocity Magnitude

Figure 11a shows the mid-plane contours of velocity magnitude predicted by the GPML algorithm (left) and truth data (right) for test conditions of $q = 7$ and 40, showing excellent qualitative agreement. To further quantify differences, Figure 11b shows a comparison of the velocity profiles at $x = 80, 120, 170, and 210$ mm—the solid lines represent the truth model and the dashed lines show machine learning emulations. The wakes downstream of the liquid jet and the v-gutter and the flow acceleration on the top and bottom of the v-gutter were accurately captured by the GPML predictions, as shown in Figure 11b at all four locations. To quantify the differences, the $L_1$ norm was calculated for the entire flow domain. The machine learning predictions for $q = 7$ differed from the truth model by 6.05% and for $q = 40$ by 6.76%. The kernel function used for machine emulation of velocity magnitude is given by:

$$
k(x, x') = \left[ \left( 1 + \frac{(x - x')^2}{2\alpha^2} \right)^{-\alpha} + \xi + \frac{\eta}{2}|x - x'|^2 + \Gamma \left( \frac{1}{3}\min(x, x') + \frac{1}{3}\min(x, x')^3 \right) \right] + \min(x, x') \tag{27}\$$
5.3.2. Turbulent Kinetic Energy

To demonstrate that our algorithm can predict second-order turbulence statistics, TKE was also predicted and compared with the truth data at test points, shown in Figure 12a,b. TKE contours provided an estimate of the level of turbulence at different locations in the flow domain. Momentum transfer from the gas phase to the dispersed liquid phase had a significant effect on TKE. Velocity fluctuations increased in the immediate wake of the jet but were still a few orders of magnitude lower than that of turbulent fluctuations in the unsteady wake of the v-gutter. As the flow accelerated past the bluff-body, these fluctuations were intensified resulting in higher TKE downstream of the v-gutter—turbulent fluctuations were the strongest at this location. This phenomenon can be observed in the TKE plots in Figure 12b, at x = 170 mm for both cases. For q = 40, the intensity of the turbulent fluctuations was reduced due to a higher transfer of momentum from the gas phase to the liquid phase. The unsteady wake was smaller in size when compared to the q = 7 case as the injected liquid phase damped some of these fluctuations, which resulted in reduced freestream velocity and turbulence intensity. All these observations were effectively captured by the GPML predictions not only qualitatively but also quantitatively presented in Figure 12b, where the solid lines represent the truth model and the dashed lines show machine learning emulations. The error quantified by the $L_1$ norm for the entire flow domain was 10.47% for q = 7 and 13.26% for q = 40. The kernel function used for machine emulation of TKE is given by:

$$\text{kernel} = (\text{Exponential} + \text{Brownian} + \text{Spline} \times (1 + \text{Brownian}))$$
\[ k(x, x') = \left[ \left( \exp(-\theta(x - x')) \right) + \min(x, x') + \left( \xi + xx' + \Gamma \left( \frac{1}{2} |x - x'| \min(x, x') + \frac{1}{3} \min(x, x')^3 \right) \right) \left( 1 + \min(x, x') \right) \right] \]  

(28)

Figure 12. Comparison between predictions from the GPML algorithm (referred to as predictions) with LES results (referred to as truth) for test points of \( q = 7 \) and 40. (a) Contours of TKE in the mid-plane of the flow domain; (b) variation of TKE along the y-axis at \( x = 80, 120, 170, \) and 210 mm.

5.3.3. Pressure and Temperature

Figure 13a,b show a comparison of pressure fields predicted by the GPML algorithm and truth data from LES showing excellent agreement for \( q = 7 \) and 40, evidenced by the \( L_1 \) error of 0.05% for \( q = 7 \) and 0.07% for \( q = 40 \).

Figure 14a shows the temperature contours for both cases. For \( q = 7 \), since most of the injected liquid was in the lower half of the domain, a significant drop in temperature was observed in the jet wake—energy from the gas was used to vaporize the liquid jet. Similar trends were observed for \( q = 40 \), except that the lower temperature zone encompassed a considerably larger region of the domain in the \( y \)-direction because of the higher momentum carried by the liquid. As shown in Figure 14b, all these trends were effectively captured quantitatively by the GPML algorithm. The \( L_1 \) error for temperature over the entire domain was found to be 1.18% for both \( q = 7 \) and \( q = 40 \). The kernel function used for machine emulation of pressures and temperatures is given by:

\[ \text{kernel} = (\text{RationalQuadric} + \text{Spline} + \text{Brownian}) \]

\[ k(x, x') = \left[ 1 + \left( \frac{x - x'}{2 \alpha l^2} \right)^{-\alpha} \right] + \left( \xi + xx' + \Gamma \left( \frac{1}{2} |x - x'| \min(x, x') + \frac{1}{3} \min(x, x')^3 \right) \right) \left( 1 + \min(x, x') \right) \]  

(29)
Figure 13. Comparison between predictions from the GPML algorithm (referred to as predictions) with LES results (referred to as truth) for test points of $q = 7$ and 40. (a) Contours of pressure in the mid-plane of the flow domain; (b) variation of pressure along the y-axis at $x = 80, 120, 170, \text{ and } 210 \text{ mm}$.

Figure 14. Comparison between predictions from the GPML algorithm (referred to as predictions) with LES results (referred to as truth) for test points of $q = 7$ and 40. (a) Contours of temperature in the mid-plane of the flow domain; (b) variation of temperature along the y-axis at $x = 80, 120, 170, \text{ and } 210 \text{ mm}$.

5.3.4. Liquid-Vapor Fraction

Heat transfer from the hot gas to the cooler water resulted in the vaporization of the liquid phase. Therefore, the variation of the liquid-vapor fraction closely corresponded to the locations of lower temperature regions discussed in the previous subsection. These are shown qualitatively as vapor fraction contours in Figure 15a and quantitatively at the four stations in the streamwise direction in Figure 15b. The L1 error was calculated to quantify the accuracy of the GPML predictions as compared to the truth model; L1 errors were found to be 11.91% for $q = 7$ and 7.99% for $q = 40$. The kernel function used for machine emulation of the liquid-vapor fraction is given by:

$$\text{kernel} = (\text{Exponential} + \text{Spline} + \text{Brownian})$$

$$\alpha \theta_{\xi}$$

$$\text{L}^1 \text{ error}$$
5.3.4. Liquid-Vapor Fraction

Heat transfer from the hot gas to the cooler water resulted in the vaporization of the liquid phase. Therefore, the variation of the liquid-vapor fraction closely corresponded to the locations of lower temperature regions discussed in the previous subsection. These are shown qualitatively as vapor fraction contours in Figure 15a and quantitatively at the four stations in the streamwise direction in Figure 15b. The $L_1$ error was calculated to quantify the accuracy of the GPML predictions as compared to the truth model; $L_1$ errors were found to be 11.91% for $q = 7$ and 7.99% for $q = 40$. The kernel function used for machine emulation of the liquid-vapor fraction is given by:

$$k(x, x') = \left( \exp(-\theta|x-x'|) + \xi + xx' + \Gamma \left( \frac{1}{2} |x-x'| \min(x, x') + \frac{1}{3} \min(x, x')^3 \right) \right) + \left( \min(x, x') \right)$$  \hspace{1cm} (30)

Figure 15. Comparison between predictions from the GPML algorithm (referred to as predictions) with LES results (referred to as truth) for test points of $q = 7$ and 40. (a) Contours of liquid vapor fraction in the mid-plane of the flow domain; (b) variation of liquid vapor fraction along the y-axis at $x = 80, 120, 170, \text{ and } 210 \text{ mm}$.

5.3.5. Sauter Mean Diameter (SMD) and Jet Penetration Depth

Figure 16a,b, respectively show a comparison of the Sauter mean diameter and liquid jet penetration depth predicted by the GPML algorithm and the truth model for test points corresponding to $q = 7$, and 40. The $L_1$ error for SMD was 2.11% for $q = 7$ and 1.30% for $q = 40$, and for the liquid jet penetration depth was 2.03% for $q = 7$ and 0.55% for $q = 40$. The kernel function used for machine emulation of SMD and jet penetration depth is given by:

$$\text{kernel} = (\text{Spline} + \text{Polynomial} + \text{Brownian})$$
$k(x, x') = \left[ \xi + xx' + \Gamma \left( \frac{1}{2} |x - x'| \min(x, x') + \frac{1}{3} \min(x, x')^3 \right) \right] + \left( a^2 x^T x + \beta^2 \right) + \left( \min(x, x') \right)$  \hspace{1cm} (31)

Figure 16. Comparison between predictions from the GPML algorithm (referred to as predictions) with LES results (referred to as truth) for test points of $q = 7$ and $40$. (a) SMD; (b) liquid jet penetration depth.

5.4. Speedup

The speedup was calculated as follows:

$$\text{speedup factor} = \left( \frac{\text{CPU hours}_{\text{LES}}}{\text{CPU hours}_{\text{GPML}}} \right)$$  \hspace{1cm} (32)

The total CPU hours required by the LES-based calculations to reach a statistically stationary state and for collecting reliable higher-order statistics for the test points were approximately 27,360 h. A total of 21 h on 20 cores were needed to train the GPML algorithm, resulting in a total of 420 CPU hours. Thus, the speedup was approximately 65.

6. Summary

A data-driven surrogate model was successfully built by extending a previously developed Gaussian process-based algorithm to accommodate turbulent multiphase flows. The surrogate model was applied to liquid jet injection in turbulent air crossflow, a canonical configuration that represents fuel injection in afterburner and ramjet engines. The algorithm was trained using data generated by an Eulerian–Lagrangian-based LES framework. Before training the machine learning framework, the LES model was validated against measurements for both non-vaporizing and vaporizing sprays. The training points were identified by the momentum flux ratio, which varied between 5 and 120. The Gaussian process-based machine learning algorithm was then trained using the LES data at momentum flux ratios determined based on a design of experiments study. To test the accuracy of the surrogate model, emulated results at representative test points of $q = 7$ and $40$, were compared against LES data in the mid-plane of the geometry. The model predicted spatial variations of the velocity magnitude, pressure, temperature, vapor fraction, TKE, liquid penetration, and SMD with reasonable accuracy (varying between 0.05 and 13.5%). Corresponding to these emulated results, a speedup of 65 was achieved. Based on these observations, we hope that this methodology can be leveraged (and further improved) for conducting large scale parameter sweeps and uncertainty quantification studies for the design of devices based on turbulent multiphase flows.

The algorithm and methodology developed in this study can be applied to other fields of science and engineering for steady-state or statistically stationary flows. Except for selecting a kernel function to capture the signal variation across training datasets, the methodology remains unchanged. For spatiotemporally evolving flows, it is recommended to reduce the dimensionality, especially in the time domain, using some kind of modal decomposition technique for computational efficiency and improvements in speedup. Application of the algorithm used in this paper to spatiotemporally varying flows has been successfully demonstrated in our previous work [17]. While this paper represents the first effort in predicting turbulent multiphase flows using machine learning techniques, it is just the first
step towards the development of a comprehensive framework that can be used for engineering design. The next step is to develop machine learning algorithms capable of predicting fluid dynamic behaviors when multiple independent parameters are varied simultaneously, which is a closer representation of the design space that is encountered in the preliminary and detailed design stages.
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